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Generating code with trivially exploitable XSS vulnerabilities is a failure to deliver on 

those promises. 

The user didn't write  or choose to skip  - the AI did. 

When a platform markets itself to non-technical users and promises to handle the technical 

implementation securely, it should not then claim that security vulnerabilities in that AI-generated 

implementation are out of scope.

dangerouslySetInnerHTML DOMPurify

These platforms position themselves as end-to-end solutions that abstract away the complexity 

of application development. They should enforce secure defaults in the framework code they 

automatically generate, especially for well-understood vulnerability classes like XSS. When the 

AI is the architect, the developer, and the security reviewer, the platform bears responsibility for 

the security outcomes.

Bolt was contacted using the same disclosure process, but had not responded by 

time of publication.

Key Takeaways for Users Using 
AI App Builders
AI will happily build features for you, but it won’t tell you which ones are exploitable. This is a 

critical lesson for users of Lovable, Bolt, Base44, and all similar tools.

For AI Builders Users: 

Expect AI builders to generate code containing software vulnerabilities

Explicitly prompt for security: and be specific about it. Force the AI to use secure patterns by 

adding directives like: "All user-generated HTML must be strictly sanitized using DOMPurify."

Run your own Security tools: Implement tools like SAST, DAST and WAF on your AI-generated 

code. AI should complement, not replace, traditional security tools and manual code reviews.

Sanitize all the things: Manually ensure that all user-generated content is sanitized using a 

robust, community-vetted library like DOMPurify (for client-side) or a reliable server-side library.
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Conclusion: Creating the Perfect 
Storm, One Prompt at a Time
In our recent "Army of Juniors" report, OX identified two critical effects of AI-generated code: 

"Insecure by Dumbness" - when non-technical users deploy applications without understanding 

the security implications. And "The It Works Trap" - when functional code passes basic tests 

but harbors serious vulnerabilities beneath the surface.

AI app builders like Lovable, Bolt, and Base44 represent the most extreme manifestation of both 

phenomena. As our testing reveals, surface functionality masks fundamental security flaws that 

these platforms neither prevent during generation nor reliably detect in their security scans.

When the AI is both the junior developer and the security reviewer, and the user lacks the 

expertise to question either, we've created the perfect storm for insecure-by-default  

applications at scale.
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About OX
OX Security is a leader in application and product security, providing the most 

comprehensive coverage in the industry throughout the entire software development 

lifecycle, from code to runtime through the cloud.

OX created VibeSec, the first Vibe Security platform that prevents insecure AI-

generated code before it exists, embedding real-time security context directly into AI 

coding agents at the moment of creation.

Learn More
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